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Ergodic chaos-based communication schemes
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Recent studies have shown the applicability of synchronized chaotic systems to the area of communications
in different ways. At the same time synchronization based signal recovery and estimation of parameters
severely suffer due to the presence of channel noise. By exploiting the ergodic properties of chaotic signals
effectively, a simple technique called the mean-value method is introduced. This method is shown to be
capable of estimating chaos system parameters from the transmitted chaotic signal efficiently for a low signal-
to-noise ratio. A suitable demodulator has been designed for ergodic chaotic parameter modulation scheme for
digital signal communication. Further, the mean-value technique incorporates a noncoherent receiver to recover
analog information signal from the chaos masked signal efficiently. It is found that the proposed chaotic
masking scheme is robust even in the presence of strong noise. In addition, this scheme has the potential
advantage of a very simple hardware realization, which promises enhanced signal recovery performances.
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I. INTRODUCTION

The field of chaos-based communication has recently
ceived a great deal of interest and a number of interes
techniques have been proposed. These techniques inc
chaos masking~CM! @1–6#, chaos shift keying@7,8#, chaotic
spreading code@9,10#, and chaotic parameter modulatio
@11–13#. Among these, chaotic masking and chaotic para
eter modulation can be applied to modulate analog inform
tion signals and the rest of the schemes are mainly develo
for digital communications. These techniques mainly util
the inherent advantages by exploiting the nonperiodicity
unpredictable properties of chaotic signals to achieve spr
spectrum~SS! transmission of information signals. Althoug
the concept of chaos-based communication is promising
there are many benefits of using a chaotic SS, so far v
limited work has been carried out due to the main reason
poor performance of these schemes in the presence of c
nel or measurement noise.

Among the most promising chaotic communicati
schemes, the chaotic modulation or parameter modula
~CPM! approach@1,11–13# and the CM approach@1–6# are
of great interest as they can be potentially applied to dig
and analog spread-spectrum communications, respecti
The CPM stores the message signal in the bifurcation par
eter of a chaotic system for SS communications. That is
keeping the parameter in the chaotic regime, the output
nal of the chaotic system is therefore wideband and no
like, which can be used for SS transmission. Compared
conventional SS approaches based on spreading code
CPM method does not require the complicated synchron
tion procedure for demodulation and has the potential
higher system capacity. However, the CPM communicat
system indeed needs a demodulator that can estimate
parameter of the transmitter chaotic system from the rece
chaotic signal accurately to decode the message sig
When measurement or channel noise exists, the convent
estimators are not efficient for designing a practical CP
communication system. Also, CM is a chaotic SS commu
1063-651X/2002/66~3!/036203~8!/$20.00 66 0362
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cation scheme that utilizes a noiselike chaotic signal from
self-synchronizing system to mask an analog informat
signal simply by adding the chaotic signal to the informati
signal@1–6,13#. By using an identical chaotic system with
suitable configuration at the receiver, the information sig
can be extracted by subtracting the regenerated chaotic s
at the receiver from the original transmitted signal. Here
receiver system acts like a ‘‘matched filter’’ to filter out th
message signal. Moreover, synchronization is possible o
when the power level of the information signal is sufficien
smaller than that of the chaotic masking signal. Therefo
the inevitable additive noise from the channel may affect
synchronization and ensuing signal recovery. Thus the c
ventional CM communications based on chaos synchron
tion require very high signal-to-noise ratios~SNRs! and/or
chaotic systems with self-synchronizing property@15–21#.
Also, recent studies indicate that synchronization~coherent
receiver! based signal recovery techniques usually suffer
verely due to parameter mismatches between the transm
and receiver systems. These results indicate that the con
tional CM has limited advantages for communication app
cations@14–18#.

However, by utilizing the good decorrelation properties
the chaotic signals, suitable noncoherent receivers are
signed and tested to transmit digital information signa
Some of these designs are shown to be robust to cha
noise@8,22,23#. But very limited work had been done in th
development of suitable techniques to design viable non
herent receivers for analog information signal recovery fr
the chaos masked signal@11#. Currently, most of the re-
searches on the chaos masking modulation focus on the
provement of reconstruction or the recovery of the inform
tion signal with or without synchronization. Also, in additio
to these approaches based on synchronizable chaotic re
ers, several methods such as nonlinear forecasting sys
@24#, signal reconstruction@25,26#, and adaptive filter ap-
proach@11# have been developed. The common feature
nonlinear forecasting systems and signal reconstruc
methods is that a differential operator is a prerequisite
©2002 The American Physical Society03-1
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system design. But, the use of the differential operato
limited if the influence of channel noise is considered. The
fore, in order to make the CPM and CM schemes pract
for a spread-spectrum digital and analog communication
plication, respectively, suitable new demodulation schem
have to be developed.

Recently, based on the ergodicity of the chaotic signa
simple technique is introduced to estimate the chaotic par
eters under a noisy environment@27#. Motivated by this tech-
nique, in this paper we propose a CM method for ana
signal transmissions and a CPM method for digital comm
nications. In Sec. II, the basic idea of the proposed ergo
theory for chaos-based communications and parameter
mation is discussed. In Sec. III, the performance of the a
log spread-spectrum communication scheme based on
ergodic theory of chaos is considered. Section IV deals w
the ergodic CPM based digital signal transmission sche
and its performance analysis. Finally, concluding remarks
discussed in Sec. V.

II. ERGODIC THEORY FOR CHAOS COMMUNICATIONS

Let f u be a chaotic map, Eq.~1!, defined on some close
interval andu be the control parameter. Let$xt% be a chaotic
signal generated byf u as

xt5 f u~Xt21!, ~1!

yt5xt5nt ,

where Xt215@xt21 ,xt22 ,...,xt2d#T is the d-dimensional
state vector at timet21 andnt is a zero-mean additive whit
Gaussian noise~AWGN! process. For eachuP@ua ,ub#, nu-
merical experiment suggests that the mapf u has an ergodic
measuremu . The chaotic signal$xt% is basically an orbit of
f u with the initial conditionx0 . According to the well-known
Birkhoff ergodic theorem @28,29#, the limit
limN→`(1/N)( i 51

N xt exists and is equal to the mean val
*x dmu(x). The limit is independent of the initial conditio
x0 and depends only on the parameteru. This function can be
called the mean-value functionM (u) of the chaotic mapf u .
For example, a set of the ensemble estimations of the m
value of chaotic signals generated by two popular cha
systems, namely, the Tent map defined by

Tu~xt21!5xt5u212uuxt21u, ~2!

wherexP@21,1# anduP(1,2#, and the Chebyshev map de
fined by

Cu~xt21!5xt5cos@u cos21~xt21!#, ~3!

wherexP@21,1# anduP(1,2# are depicted in Figs. 1~a! and
1~b!, respectively. The mean values are estimated base
1000 trials with randomly selected initial conditions for th
chaos signals generated from the Tent map and the Ch
shev map. The mean-value function of the Tent map is
monotonic over the entire parameter range but is numeric
apparently monotonic increasing over the rangeu
P@1.1,1.6#. On the other hand, the mean-value function
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the Chebyshev map apparently has a monotonic mean-v
nature over the whole parameter range. Also, for many c
otic maps, we have an interesting observation of monoto
mean-value functions depending upon certain control par
eter values. This implies that it is possible, at least in the
to estimate a particular parameter valueu0 by the following
procedure. Assume that$yt% is generated by Eq.~1! with u
5u0 . First, we estimate the mean valueM05M (u) from the
received signal$yt%. Second, we invert the functionM (u) to
obtain an estimate of u0 , i.e., û05M 21(M0)
5M 21

„(M (u0)…. Since M (u) is numerically apparently
monotonic, the existence ofM 21 is guaranteed.

To avoid deriving the inverse mean-value functionM 21

that may be difficult to obtain analytically, we can obtainû0
by solving the following optimization problem. Suppose th
the mean-value functionM (u) is continuous and apparentl
monotonic on the interval@ua ,ub#. If M (u0) is given, then
u0 can be determined by finding the minimum ofD(u)
5uM (u)2M (u0)u for uP@ua ,ub#. Thus the ergodic theory
based mean-value estimation algorithm can be summar
as follows:

~1! Compute an estimate of the mean value of the
ceived signal $yt% using the ensemble average, that
M̂ (u0)5(y11y21¯1yN)/N5(1/N)( t51

N yt .
~2! Use the golden section search to locate the minim

FIG. 1. ~a! The mean-value functionM (u) of the Tent map.~b!
The mean-value functionM (u) of the Chebyshev map.
3-2
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of D̂(u)5uM̂ (u)2M̂ (u0)u, whereM̂ (u) is a numerical ap-
proximation ofM (u) based onM̂ (u t)51/N( t51

N xt(u i) and
$xt(u i)ut51,2,3,...% is the data sequence generated by
dynamical systemxt5 f u(Xt21) given in Eq. ~1! with u
5u i .

In order to illustrate the effectiveness of the propos
method, Figs. 2~a! and 2~b! depict the numerically simulate
objective functionD(u) for both Tent and Chebyshev map
respectively.u0 in both the cases are selected randomly o
the parameter range with an apparent monotonic mean-v
function as shown in Figs. 1~a! and 1~b!. As D(u) in both
Figs. 2~a! and 2~b! are unimodal functions, hence the glob
minima for both functions can be obtained easily. Since
do not have the analytical form of theM (u) for these maps,
we have to use the approximationM̂ (u). To understand the
accuracy of the approximation, we plot the estimation va
ance of the mean-value function of the Chebyshev map
three-dimensional plot as a function of sample numbers
well as the additive noise variance as depicted in Fig. 3
can be seen that the simulated performance is very clos
the theoretical performance in which the asymptotic varia
of the estimatorM̂ (u0) is equal to (s1

21s2
2)/N and the

asymptotic variance of the estimateû0 is equal to
@M 21

„(M (u0)…#2@(s1
21s2

2)/N#, whereN is the number of

FIG. 2. The unimodal optimization functionD(u) for the Tent
map with u051.3. ~b! The unimodal optimization functionD(u)
for the Chebyshev map withu051.65.
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sample points in the noisy chaotic signal,s1
2 is the chaotic

signal power, ands2
2 is the noise power. Further, Mont

Carlo simulation is carried out to evaluate the accuracy
the parameter estimates. The mean square error~MSE! in the
parameter is evaluated versus various levels of the SNR.
range of SNR considered in our study is from220 to 20 dB
with an increment of 5 dB. Each MSE value is computed
using an average of 100 trials. First, we assume that we h
a very long signal sequence, that is,N is very large for the
signal set$ytut51,2,...,N%. Since the proposed method relie
on the ensemble average formula and asN→`, the proposed
method should show the ideal performance. We also imp
ment two standard parameter estimation methods for c
parison. The first one is the gradient search technique@30#,
which searches for an optimal estimate ofu along the direc-
tion of the gradient of the error function. The derived iter
tive equation is given by

u t5u t21;m@yt2 f u t21
~yt21!#@d fu~y!/dy#uy5yt21

,

where f u is the governing chaos map functionCu . The sec-
ond standard technique is the nonlinear least squares me
based on the Gauss-Newton method, and our implementa
of the second method is based on theMATLAB functionNLIN-

FIT. For the details of the Gauss-Newton method, the read
are referred to Ref.@31#, which shows the iterative equation
for the nonlinear least squares method. The MSE curves
the Chebyshev map are plotted in Fig. 4. Because of the h
nonlinearity in the Chebyshev map, both standard meth
are not quite effective even when the SNR is high. The p
posed mean-value method apparently can improve the
mation accuracy significantly. In this experiment, when t
signal sequence is very long, the estimated mean value
the signal and noise processes are almost equal to their e
values. The mean-value estimation method can estimate
parameter of the Chebyshev map accurately~around 255
dB! even when the SNR is220 dB.

FIG. 3. Asymptotic estimation performance of the Chebysh
map versus the number of sample points and the variance
AWGN. The average power of the chaotic signal is assumed to
unity. Here computer simulation experiment performance ver
theoretical estimation performance is presented.
3-3
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III. ANALOG SPREAD-SPECTRUM COMMUNICATIONS
USING ERGODIC CHAOS THEORY

In this section, we consider the applicability of ergod
theory of chaos based mean-value demodulation sch
based on the for the case of CM based analog spr
spectrum communication scheme. The basic block diag
of the CM communication system based on the mean-va
estimation and demodulation is shown in Fig. 5. A mea
value estimator based on a windowed integrator is utilized
perform the mean-value estimation both at the transm
and receiver. To enhance the performance of the noncohe
receiver, a normalized version of the chaotic signal is use
the masking signal. To do that, the chaotic carrierz5x(n)
5xt is used from the Chebyshev map foru52.0. The chaotic
carrier z is normalized at the transmitter side by fixing i
mean value, which approaches approximately zero wit
each integration time periodT. That is,

x~ t !5z2
1

T E
T
z dt. ~4!

For actual transmission purposes the message signals(t) is
added with the normalized chaotic signalx(t) by considering
the typical additive chaos masking scheme. From the tra
mitter, the signalm(t)5x(t)1s(t) is transmitted through an
AWGN channel to the noncoherent receiver. The sig
r (t)5m(t)1n(t) at the receiver is used for decoding th
information signal andn(t) is a zero-mean additive whit

FIG. 4. Performance evaluation of various parameter estima
methods for the Chebyshev map under AWGN with nonexact z
mean. The parameteru0 is selected randomly on@1.3, 2#.

FIG. 5. Block diagram of the proposed chaos masking a
mean-value demodulator based analog SS communication sch
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Gaussian noise process. The demodulator processes
mean-value estimation within a windowed time periodT
5Ts on the received noise-corrupted signalr (t). The output
of the mean-value demodulator is sampled with the samp
rate f s , wheref s51/Ts , and the sampled demodulated ou
put is represented as

d~k!5
1

Ts
E

kTs

~k11!Ts
r ~ t !dt,

5
1

Ts
E

kTs

~k11!Ts

@s~ t !1x~ t !1n~ t !#dt,

~5!

5
1

Ts
E

kTs

~k11!Ts
s~ t !dt1

1

Ts
E

kTs

~k11!Ts
x~ t !dt

1
1

Ts
E

kTs

~k11!Ts
n~ t !dt,

' s̃1M̃1Ñ.

Here,M̃ is the mean-value function of the normalized cha
masking signal, which is approximately equal to zero with
each integration time periodTs and as the expectation of a
AWGN process is zero,Ñ is also equal to zero. If the sam
pling rate f s51/Ts satisfies the sampling theory, which
greater than twice the frequency of the information signaf,
that is,f s@2 f , thens̃ is the sampled value of the transmitte
analog signals(t). Thus d(k) corresponds to the sample
output s̃. After suitable filtering and amplification of the
sampled outputs̃, the recovered signal is denoted ase. The
main advantages of the mean-value demodulator are as
lows:

~i! The masking chaos signal is directly removed acco
ing to the knowledge of its first-order stochastic propert
and no reconstruction of the chaos generation function at
receiver is needed.

~ii ! During the demodulation process or the despread
process of the transmitted signal, the high power AWG
noise could be directly canceled due to its first-order stoch
tic property,

~iii ! The demodulation procedure is very simple and pr
tical, which is easy to be implemented experimentally.

The performance of the proposed CM communicat
system is discussed below. The chaos signal generated
the Chebyshev map is normalized first by removing its me
value within a certain time periodTs , and then the power o
amplitude is adjusted to the required masking level. The n
malization of the chaos signal at the transmitter side co
reduce the recovery error at the receiver side and also re
the complexity of the demodulator. The analog informati
signal is added directly with the normalized chaos signal a
certain power level. The masked signal is passed throug
noisy channel to the receiver. At the receiver, the mean-va
demodulator processes the noise-corrupted signal. In the
modulator, a simple windowed integrator is used as
mean-value estimator. The sampled output of the demod
tor is seen as the recovered information signal. For the si

n
ro

d
e.
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lation, the time period of the windowed integrator is fixed
Ts51/f s50.02 s. Since the variance of the channel noise
controlled, the ratio of the average information signal pow
Ps to the average noise powerPn ~SNR! during the trans-
mission is expressed as SNR510 log10(Ps /Pn).

Based on the above system parameters, first, we show
transmission of a simple continuous sinusoidal informat
signal. The information signal given ass(t)5A sin(2pft) is
transmitted directly without any sampling. The amplitude
the information signals(t) is set at a particular value (A
51). The MSE, defined asD51/T*0

T@s(t)2e(t)#2dt,
wheree(t) is the recovered information signal decoded
the receiver, is used as the performance measure. Figu
exhibits the recovery of sinusoidal information signal f
SNR50 dB. The performance measure of the pres
scheme is depicted as in Fig. 7. In this plot, the MSE per
mance versus different SNR values for sinusoidal inform
tion signal transmission is depicted. Apparently, the propo
mean-value demodulation method based communica
scheme exhibits good noise performance. It is evident fr
the figure that even for low SNR values the present sche
performs superiorly well, say, for SNR50 dB, signal recov-
ery with less distortions is achieved. From the simulat
results, it is shown that the present chaotic masking com
nication scheme with the mean-value demodulation~nonco-
herent! method works well without requiring any addition
code recovering schemes, which has potential practical
vantages. This method has been further tested both num
cally and experimentally using suitable hardware realizati
with the logistic map and Chua’s circuit equations to trans
different types of analog information signals. Apparently t
proposed mean-value demodulation method based an
spread-spectrum communication system exhibits better

FIG. 6. Different kinds of signals observed in simulations wh
additive masking is used. Heres(t) is the message signa
5sin(2pft), f 550 Hz, c(t) is the normalized chaotic signal gene
ated from the Chebyshev map,r (t)5c(t)1s(t)1n(t) is the actual
received noise-corrupted chaos masked signal, ande(t) is the re-
covered signal for SNR50 dB level. The time period of the win
dowed integratorTs50.02 s andu52.
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formance than that of the~coherent! synchronization of
chaos-based signal recovery schemes@32#.

IV. APPLICATION OF ERGODIC THEORY OF CHAOS
FOR DIGITAL SPREAD-SPECTRUM COMMUNICATIONS

The chaotic SS communication system considered her
based on the CPM and the ergodic theory of the chaos-b
mean-value estimation method. Assume thatst is the mes-
sage signal; the chaotic modulation method uses a cha
system

xt5 f u~xt21 ,...,xt2d!, ~6!

to modulatest by settingu5st or, in general,u5g(st), i.e.,
a function ofst . Since a one-dimensional system is used
our communication system,d51. We identify suitableu val-
ues for which the system represented by Eq.~6! exhibits
chaotic behavior and so the output chaotic signalxt therefore
has a wide bandwidth for spread-spectrum transmission.

For digital communications, the message signalst takes
on only two values, that is, 0 or 1. Therefore, in the mod
lation process, only two parameter values are needed to
resent the message signal. That is,

u5H u0 if st50,

u1 if st51.
~7!

The demodulation process therefore does not require the
timation of a wide range of parameters but now only tw
valuesu0 andu1 . To apply the mean-value estimation to th
demodulation process, an obvious necessary condition is
u0 and u1 should not have the same mean value, that
M (u0)ÞM (u1). Without loss of generality, we can choos
u0 and u1 such thatM (u1).M (u0). The mean-value esti
mator demodulates the received noisy signalyt5xt1nt by
determining whether the parameter used to generatexr is u0
or u1 . The basic idea of the proposed ergodic CPM~ECPM!
communication system is depicted in Fig. 8.

FIG. 7. Noise performance of the CM-SS system with me
value demodulator.
3-5
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Since the Chebyshev map is demonstrated to have a g
performance for this ergodic approach in the preceding s
tion, it is employed in the present ECPM communicati
system. The binary information datast ~0 or 1! with fre-
quencyf b is spread and modulated by the chaotic signalxt ,
andTb51/f b is then the bit duration. The chaotic signalxt is
generated by the Chebyshev map in Eq.~3! with only two
possible parameter values:u0 or u1 , that is,

xt5Cu i
~xt21!, i 50,1, ~8!

wheretP@0,Tb#. If the step size between two adjacent sta
of the Chebyshev maps isTx , then the ratio of the chao
generation ratef x , f x51/Tx , to the data ratef b can be con-
sidered as the processing gainG of this chaotic SS system
That is,

G5
Tb

Tx
5

f x

f b
. ~9!

In other words, each data bit is represented byG samples of
the chaotic signal generated by the Chebyshev map. The
erated chaotic signal is passing through a channel corru
by AWGN. At the receiver, the noise-corrupted received s
nal yt5xt1nt is passed to the mean-value estimation ba
demodulator. Herent is the channel noise and is usual
assumed to be AWGN. In the proposed demodulator,
mean value ofyt is first estimated using the ensemble av
age. Sincext is generated by Eq.~3! and the expectation o
an AWGN„ns) process is zero, the sampled output of thekth
bit transmitted signal can then be given as

mk'M ~u i !. ~10!

To decode the message signalst in the kth bit, we need to
determineu i from mk . Based on the fact thatM (u… is mono-
tonic for the Chebyshev map,u i can be estimated byu i
'M 21(mk). But sinceu i only switches between two value
for binary digital communications, the demodulation proce
can in fact be further simplified to a binary decision proce
That is,

ŝt5H 1 if mk is closer to M ~u1!,

0 if mk is closer to M ~u0!.
~11!

FIG. 8. Block diagram of ergodic chaotic parameter modulat
~ECPM! communication system.
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More precisely, a threshold on the mean valuemM is set for
decision making. That is,

ŝt5H 1 if mk.mM,

0 if mk<mM.
~12!

In this study, we choose the thresholdmM to be the midpoint
between M (u0) and M (u1), that is, mM5@M (u1)
1M (u0)#/2. As the asymptotic variance of the estimat
mean-value function is equal to (da

21dx
2)/N, whereda

2 is the
average power of the chaotic signal,dx

2 is the average powe
of the AWGN andN is the number of samples which is equ
to the processing gain in this SS application, i.e.,N5G.
SinceG cannot really approach infinity in practice, unless w
can estimate the noise mean over the bit duration and
tract it from the signal, it is favorable to maximize the di
tance betweenM (u0) and M (u1) to minimize the noise ef-
fect. Figure 9 shows the numerical simulation results. Fig
9~a! depicts the binary message signals(t). Here when
s(t)50 ~off state!, then the chaos system parameteru
5(u0)51.3. If s(t)51 ~on state! thenu5(u1)52.0 in Eq.
~3!. Figure 9~b! shows the chaos spreading signalc(t) gen-
erated by the map~3! according to the parameter values (u0)
and (u1). Figure 9~c! shows the actual received nois
corrupted signalr (t) at the receiver end. Figure 9~d! depicts
the mean-value estimated signalm(t) from the signalr (t).
From the signalm(t) after suitable thresholding one can ea
ily decode or recover the digital message signald(t). But to
claim whether the ECPM scheme is useful for communi
tions, its noise performance based on the bit error rate~BER!
must be evaluated. To have a better understanding of
effectiveness of the proposed new scheme, we also con
ered some popular chaotic modulation communication me
ods, namely, the chaos-shift-keying modulation@8#, fre-
quency modulation differential chaos-shift-keyin
~FMDCSK! scheme@8,22# and the conventional CPM@8,33#

n

FIG. 9. Signal wave forms in various stages of the ECPM co
munication system. Heres(t) is the digital information signal,c(t)
is the chaos spreading signal,r (t) is the noise-corrupted receive
signal, m(t) is the mean-value estimated signal, andd(t) is the
recovered digital information signal. Additive channel noise is co
sidered forEb /N052 dB.
3-6
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ERGODIC CHAOS-BASED COMMUNICATION SCHEMES PHYSICAL REVIEW E66, 036203 ~2002!
for comparison. Not only are they the most representa
chaotic modulation methods, but the FMDCSK has also b
shown to be the most effective modulation technique for c
otic communications in the literature so far@23#.

Let Eb and N0 denote the energy per bit and the pow
spectral density of the AWGN, respectively. We compute
BER versus theEbNR to evaluate the performance of the
chaos modulation communication schemes whereEbNR is
the ratio ofEb to N0 . For all these systems, the Chebysh
map is employed as the chaos generator. The FMDCSK
the frequency modulation for rf modulation, and the oth
employ the simple amplitude modulation~not shown explic-
itly in Fig. 8!. The frequency is set as 100 kHz and the d
rate is 10 Hz. The processing gain is set asG51000, which
means 1000 iterations of the chaos signal are gener
within each bit duration to represent one binary bit. Beca
of the short sequence length, the bias in the noise mean
introduce some error in the demodulation process of
ECPM scheme. The BER performances of these four ch
communication systems in AWGN are shown in Fig. 10. A
parently, the proposed ECPM communication system
has the best performance over the compared chaotic m
lation schemes. This simple noncoherent communica

FIG. 10. Comparison of the BER performances of vario
chaos-based systems in AWGN channel with the noise mean is
exactly zero.
ci.

ir-
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system is shown to have improved performance than o
chaos-based modulation methods. It should be pointed
that there are many advantages of the proposed ECPM c
munication system. First, it is computationally very simp
and hence the cost for hardware implementation is very l
Second, it does not require the complicated synchroniza
procedure. As shown in Ref.@23#, comparing to other chao
communication schemes, parameter modulation is the o
one that is totally unaffected by synchronization erro
Third, the proposed system uses a noncoherent demodu
which makes the implementation even simpler.

V. CONCLUSIONS

In this paper, we report a method based on the ergo
property of chaotic signals for estimating the bifurcating p
rameter of a chaotic signal in noise. The proposed metho
shown to work effectively even in a very low SNR enviro
ment. It is also shown that the proposed method significa
outperforms other conventional techniques in terms of e
mation accuracy. In addition, the proposed method is v
simple in terms of computational complexity. Those chao
systems have a monotonic mean-value function over a
tain control parameter range of consideration, and can t
advantage of this efficient estimation technique. Further
analog SS communication scheme using the chaos add
masking scheme is considered. By exploiting the ergo
property of the chaotic signal it has been shown that us
the present noncoherent-type demodulator, efficient sig
recovery is possible even for a larger amount of chan
noise. Also, based on this ergodic theory of the chaos-ba
mean-value estimation method, a SS communication sch
called the ergodic chaotic parameter modulation~ECPM! is
developed for digital signal transmission. Not only does t
ECPM communication system not require any synchroni
tion procedure, but it also has an extremely simple struct
for implementation. Although ECPM is a noncohere
scheme, it is shown that it is superior to all other conve
tional chaotic communication methods in terms of bit er
rate performance. In fact, if the signal sequence is suffic
long or the noise mean can be estimated accurately, the B
performance of the ECPM SS system is found to be
tremely good. These results strongly support the poten
usage of the ergodic theory of chaos-based communica
systems for SS applications.

s
ot
m.

M.
@1# K. M. Cuomo and A. V. Oppenheim, Phys. Rev. Lett.71, 65
~1993!.

@2# K. Murali and M. Lakshmanan, Phys. Rev. E48, R1624
~1993!.

@3# C. W. Wu and L. O. Chua, Int. J. Bifurcation Chaos Appl. S
Eng.3, 1619~1993!.

@4# J. H. Peng, E. J. Ding, and W. Yang, Phys. Rev. Lett.76, 904
~1996!.

@5# O. Morgul, Phys. Rev. E62, 3543~2000!.
@6# L. Kocarev and U. Parlitz, Phys. Rev. Lett.74, 5028~1995!.
@7# H. Dedieu, M. P. Kennedy, and M. Hasler, IEEE Trans. C
cuits Syst., II: Analog Digital Signal Process.40, 634 ~1993!.
@8# M. P. Kennedy and G. Kolumban, Signal Process.80, 1307

~2000!.
@9# G. Heidari and C. D. McGillem, IEEE Trans. Commun.42,

1524 ~1994!.
@10# T. Kohda and H. Fujisaki, IEICE Trans. FundamentalsE82-A,

1747 ~1999!.
@11# H. Leung and J. Lam, IEEE Trans. Circuits Syst., I: Funda

Theory Appl.44, 262 ~1997!.
@12# A. d’Anjou, C. Sarasola, F. J. Torrealdea, R. Orduna, and

Grana, Phys. Rev. E63, 046213~2001!.
3-7



n,

pl.

r-

l

s

l
ica-

s

t-

m.

H. LEUNG, H. YU, AND K. MURALI PHYSICAL REVIEW E 66, 036203 ~2002!
@13# A. Muller and J. M. H. Elmirghani, IEEE Commun. Lett.2,
241 ~1998!.

@14# A. S. Dmitriev, A. I. Panas, S. O. Starkov, and L. V. Kuzmi
Int. J. Bifurcation Chaos Appl. Sci. Eng.3, 2511~1997!.

@15# O. Morgul and M. Feki, Phys. Lett. A251, 169 ~1999!.
@16# M. Hasler and T. Schimming, Int. J. Bifurcation Chaos Ap

Sci. Eng.10, 719 ~2000!.
@17# K. S. Halle, C. W. Wu, M. Itoh, and L. O. Chua, Int. J. Bifu

cation Chaos Appl. Sci. Eng.3, 469 ~1993!.
@18# K. Murali, Phys. Rev. E63, 016217~2001!; Phys. Lett. A272,

184 ~2000!.
@19# R. N. Madan,Chua’s Circuit: A Paradigm for Chaos~World

Scientific, Singapore, 1993!.
@20# M. Lakshmanan and K. Murali,Chaos in Nonlinear Oscilla-

tors: Controlling and Synchronization~World Scientific, Sin-
gapore, 1996!.

@21# L. Pecora and T. Carroll, Phys. Rev. Lett.64, 821 ~1990!.
@22# M. P. Kennedy, R. Rovatti, and G. Setti,Chaotic Electronics in

Telecommunications~CRC, Boca Raton, 2000!.
@23# H. Yu and H. Leung,Proceedings of the IEEE Internationa

Symposium on Circuits and Systems 2001~IEEE, Sydney,
2001!, Vol. III, pp. 213–216.
03620
@24# K. M. Short, Int. J. Bifurcation Chaos Appl. Sci. Eng.4, 959
~1994!.

@25# M. Itoh, C. W. Wu, and L. O. Chua, Int. J. Bifurcation Chao
Appl. Sci. Eng.7, 275 ~1997!.

@26# V. B. Ryabov, P. V. Usik, and D. M. Vavrlv, Int. J. Bifurcation
Chaos Appl. Sci. Eng.9, 1181~1999!.

@27# H. Leung and H. Yu, inProceedings of the IEEE Internationa
Symposium on Intelligent Signal Processing and Commun
tion Systems, Nashville, Tennessee~IEEE, Nashville, 2001!,
pp. 113–117.

@28# P. Billingsley, Ergodic Theory and Information~Wiley, New
York, 1965!.

@29# A. Boyarsky and P. Gora,Laws of Chaos: Invariant Measure
and Dynamical Systems in One Dimension~Birkhaüser, Bos-
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